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CHAPTER 1

OPNFV Auto (ONAP-Automated OPNFV) Configuration Guide

1.1 Introduction

This document describes the software and hardware reference frameworks used by Auto, and provides guidelines on
how to perform configurations and additional installations.

1.2 Goal

The goal of Auto
installation and configuration is to prepare an environment where the Auto use cases

can be assessed, i.e. where the corresponding test cases can be executed and their results can be collected for analysis.
See the Auto Release Notes <auto-releasenotes>

for a discussion of the test results analysis loop.

An instance of ONAP needs to be present, as well as a number of deployed VNFs, in the scope of the use cases.
Simulated traffic needs to be generated, and then test cases can be executed. There are multiple parameters to the Auto
environment, and the same set of test cases will be executed on each environment, so as to be able to evaluate the
influence of each environment parameter.

The initial Auto use cases cover:
* Edge Cloud (increased autonomy and automation for managing Edge VNFs)

* Resilience Improvements through ONAP (reduced recovery time for VNFs and end-to-end services in case
of failure or suboptimal performance)

¢ Enterprise vCPE (automation, cost optimization, and performance assurance of enterprise connectivity to Data
Centers and the Internet)

The general idea of the Auto feature configuration is to install an OPNFV environment (comprising at least one Cloud
Manager), an ONAP instance, ONAP-deployed VNFs as required by use cases, possibly additional cloud managers
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not already installed during the OPNFV environment setup, traffic generators, and the Auto-specific software for the
use cases (which can include test frameworks such as Robot or Functest

The ONAP instance needs to be configured with policies and closed-loop controls (also as required by use cases), and
the test framework controls the execution and result collection of all the test cases. Then, test case execution results
can be analyzed, so as to fine-tune policies and closed-loop controls, and to compare environment parameters.

The following diagram illustrates execution environments, for x86 architectures and for Arm architectures, and other
environment parameters (see the Release Notes for a more detailed discussion on the parameters). The installation
process depends on the underlying architecture, since certain components may require a specific binary-compatible
version for a given x86 or Arm architecture. The preferred variant of ONAP is one that runs on Kubernetes, while all
VNF types are of interest to Auto: VM-based or containerized (on any cloud manager), for x86 or for Arm. In fact,
even PNFs could be considered, to support the evaluation of hybrid PNF/VNF transition deployments (ONAP has the
ability of also managing legacy PNFs).

The initial VM-based VNFs will cover OpenStack, and in future Auto releases, additional cloud managers will be
considered. The configuration of ONAP and of test cases should not depend on the underlying architecture and
infrastructure.

—— I . S )Te;tcasa Test Case
[initially: Edge Cloud, Resiliency
. Input Results
Improvements, Enterprise vCPE] " ¢
Interact with GNAF, ViMs, and NPyl |P=t3 Files| | [Files, DB}

Traffic generators

Compute Ccl'l‘lme Con ute

I_(M| =& | {etwork | Joes | Network mp
Kubernetes otherclol.l:lta:?nnlugm

Docker LizraEe [AWS, GCP, Azure, ..)

Linux [Ubuntu, Cent0s, ..
ARM [AArchE4) or xBE-64[AMDES)

Storage | Network

For each component, various installer tools will be considered (as environment parameters), so as to enable compar-
ison, as well as ready-to-use setups for Auto end-users. For example, the most natural installer for ONAP would
be OOM (ONAP Operations Manager). For the OPNFV infrastructure, supported installer projects will be used:
Fuel/MCP, Compass4NFV, Apex/TripleO, Daisy4NFV. Note that JOID was last supported in OPNFV Fraser 6.2, and
is not supported anymore as of Gambia 7.0.

The initial version of Auto will focus on OpenStack VM-based VNFs, onboarded and deployed via ONAP API (not
by ONAP GUI, for the purpose of automation). ONAP is installed on Kubernetes. Two or more servers from LaaS are
used: one or more to support an OpenStack instance as provided by the OPNFV installation via Fuel/MCP or other
OPNFYV installers (Compass4NFV, Apex/TripleO, Daisy4NFV), and the other(s) to support ONAP with Kubernetes
and Docker. Therefore, the VNF execution environment is composed of the server(s) with the OpenStack instance(s).
Initial tests will also include ONAP instances installed on bare-metal servers (i.e. not directly on an OPNFV infrastruc-
ture; the ONAP/OPNFV integration can start at the VNF environment level; but ultimately, ONAP should be installed
within an OPNFV infrastructure, for full integration).

2 Chapter 1. OPNFV Auto (ONAP-Automated OPNFV) Configuration Guide
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Internet -

Auto environment
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Auto overall APL
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codefscript [ E—

ONAP-pod Use CaseSoftware

- [Test CaseScripts) Test Case
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S [Edge Cloud, Resilisncy Data Files
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Laas network VNFHeat
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[OMAP as manager of VNFs) [to run VM-based VNFs and testcases)

ONAP/KSS has several variants. The initial variant considered by Auto is the basic one recommended by ONAP,
which relies on the Rancher installer and on OpenStack VMs providing VMs for the Rancher master and for the
Kubernetes cluster workers, as illustrated below for ONAP-Beijing release:

(install Auto test case
software, execute test

cases, gather results)
(install VNFs, configure
ONAP (policies, DCAE),
install traffic generators

install OOM and ONAP:

5} git clone OOM
b} customize values.yaml
) setup ONAP Helmcharts
0} helm-based ONAF instzllation

5 helm inatall loeal/enap -n dev --namespace anap
=) GNAP containersverification

§ kubaotl get pods --all-nancopases -s—wide

ONAP ONAP ONAP ONAP
containers containers containers containers
ONAP preparation: edit ~/.kube/config, validate kubect connection to cluster =),

configure kubect! & Helm validate helm [$ helm 1ist), s ide (s helm 1 —u )
PopulateRancher with

ONAP preparation:
configure Rancher

ONAP preparation:
setup NFS
Rancher master
NF5 Server NF5 Common NF5 Common NFS Common
Helm client Helm server (tiller} Helm server (tiller} Helm server (tiller]

kubectl kubectl kubect] kubectl
Rancher Docker Docker Docker

ONAP tion:
preparation Docker Kubernetes worker Kubernetes worker Kubernetes worker
Rancher VM, K85 cluster

on VMs VM (x1) VM (x3) VM (x3) VM (x3)
Ubuntu 16. Ubuntu 16.04 Ubuntu 16.04 Ubuntu 16.04

flavor [arge(4vC RaM) [lfiavor xlarze (8 vCPU, 326 RAM) flavar dlarge (8 vCPU,
custom Rancher script custom Kubernetes script
(openstack-rancher .sh) [lllopens tack-
floating IP

VNF
ise OPNFV installer for

cloud setup 5 ) VM
(Fuel/MCP - OpenStack) Cloud (OpenStack)

UNH-IOL server(s): xB6 or ARM

The OpenStack instance running VNFs may need to be configured as per ONAP expectations, for example creating
instances of ONAP projects/tenants, users, security groups, networks (private, public), connected to the Internet by a
Router, and making sure expected VM images and flavors are present. A script (using OpenStack SDK, or OpenStack
CLI, or even OpenStack Heat templates) would populate the OpenStack instance, as illustrated below:

1.2. Goal 3
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(Gateway,
external network)

pod

OpenStack
instance

That script can also delete these created objects, so it can be used in tear-down procedures as well (use -del or —delete

OpenStack default objects

floating_net
10.16.0.0/24
external, pool of

N

floating IP@)

admin (project)

service (project)

admin (user)

default security
group

ceilometer

onap_tenant (project)
onap_router
onap_public_net
192.168.99.0/24

onap_oam_net
10.99.0.0/16

onap_private_net
10.0.0.0/16

onap_security_group - named named Compute
g ==
s ml.medium, ...
5 VNFVM VNFVM (images: Ubuntu
VNF stack

VNE network )

stack

I

ctlol cmp0l | cmp02 | gtwol | |

pod

option). It is located in the Auto repository , under the setup/VIMs/OpenStack directory:

* auto_script_config_openstack_for_onap.py

Jenkins (or more precisely JJB: Jenkins Job Builder) will be used for Continuous Integration in OPNFYV releases, to
ensure that the latest master branch of Auto is always working. The first 3 tasks in the pipeline would be: install
OpenStack instance via an OPNFV installer (Fuel/MCP, Compass4NFV, Apex/TripleO, Daisy4NFV), configure the

OpenStack instance for ONAP, install ONAP (using the OpenStack instance network IDs in the ONAP YAML file).

Moreover, Auto will offer an API, which can be imported as a module, and can be accessed for example by a web
application. The following diagram shows the planned structure for the Auto Git repository, supporting this module,

as well as the installation scripts, test case software, utilities, and documentation.

Chapter 1. OPNFV Auto (ONAP-Automated OPNFV) Configuration Guide
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auto (Auto overall repository: called “auto”)
!lib (modules which will be installed into Auto’s virtualenv so others can “import auto.util.xxx™)
auto (also called “auto”, to enable “import auto.*” module statements)
T » | api (APl that users can call through URL, possibly requests to create workers)
dispatcher (create worker to do test or other things)
testCases (test cases which should be executed by a test worker)
01-EdgeCloud
i 02-Resiliency
| 03-EnterprisevCPE
04-xyz
i util (reusable code for modules: file operation, Openstack management, ...}
| setup (scripts that install and run Auto; leverage installers, possibly from OPNFV)
OPNFV (install anything needed from OPNFV; may include VIMs)
VIMs (install OpenStack, K85, Docker, AWS, GCF, Azure, ... as needed)
VNFs (repository of binary images, descriptor packages, manifests)
ONAP

User

install (if needed by user; use OOM if possible; prefer ONAP/K8S)
onap_on_openstack
config (scripts using ONAP API, to onboard/deploy VNFs+networks,
configure policies, closed-loop controls)
trafficGen (may be VNF, not necessarily)
testCaseExec (install, run, collect, publish; may use Functest in the future)
ci (scripts for J1B/Jenkins CI/CD)
docs (rST files for opnfvdocs)
release
configguide
release-notes
userguide

1.3 Pre-configuration activities

The following resources will be required for the initial version of Auto:

e at least two LaaS (OPNFV Lab-as-a-Service) pods (or equivalent in another lab), with their associated network
information. Later, other types of target pods will be supported, such as clusters (physical bare-metal or virtual).
The pods can be either x86 or Arm CPU architectures. An effort is currently ongoing (ONAP Integration team,
and Auto team), to ensure Arm binaries are available for all ONAP components in the official ONAP Docker
registry.

* the Auto Git repository (clone from Gerrit Auto)

1.4 Hardware configuration

ONAP needs relatively large servers (at least 512G RAM, 1TB storage, 80-100 CPU threads). Initial deployment
attempts on single servers did not complete. Current attempts use 3-server clusters, on bare-metal.

For initial VNF deployment environments, virtual deployments by OPNFV installers on a single server should suffice.
Later, if many large VNFs are deployed for the Auto test cases, and if heavy traffic is generated, more servers might be
necessary. Also, if many environment parameters are considered, full executions of all test cases on all environment
configurations could take a long time, so parallel executions of independent test case batches on multiple sets of servers
and clusters might be considered.

1.3. Pre-configuration activities 5
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1.5 Feature configuration

1.5.1 Environment installation

Current Auto work in progress is captured in the Auto Lab Deployment wiki page.

OPNFV with OpenStack

The first Auto installation used the Fuel/MCP installer for the OPNFV environment (see the OPNFV download page).

The following figure summarizes the two installation cases for Fuel: virtual or bare-metal. This OPNFV installer
starts with installing a Salt Master, which then configures subnets and bridges, and install VMs (e.g., for controllers
and compute nodes) and an OpenStack instance with predefined credentials.

Linux network: bridged PUBLIC172.30.0.°
virsh network non-bridzed PUBLIC10.16.0.%

[ ]
[ ]
[ Virsh network MGMT 172 16.10.* ]
[ ]
[ ]

Linux network: bridzed PUBLIC <public IP>

{

[ ]
[ |
[ virsh netwerk MCPCONTROL 10.20.0.7 |
[ |

. — =
TOR (Tap OF _ ‘ Linux network: bridged MG 172,16 10 TOR (Top OF
Rack}Switch virsh network MCPCONTROL 10.20.0. Rack}Switch
virsh network INTERNAL Linux netwaork: bridged PXE 192.168.11.%
=il — pensta Anteraclinteraelinteacefinterae [=public> ]
pemra neutron MAC/IP@ |MAC/IP@ |MAC/IP@ [MAC/IF®
M‘l":‘{"_"l“,""‘ SURLT Sgrdces Fenant ViMrenant WMrznant Trznant vid M‘it"{{"_'“\""‘
MGMT 10160107| [10.16.0108 [=-. VNF]|l2.5., VNFile.g., VNFjlle.&, VKF) MGMT
172.16.10100 MGMT MGMT MGMT MGMT 172.16.10100 5] interfacefinterfaceinterfaceintertace
(174630213 | 172161036 172 1610.16] 17216105 172.16.10.53 (17.16.10.11) Semvie= MAC/IP@ |MAC/IP@ [MAC/IPE [MAC/IPE
Salt Mast=ryi ctiol w0l :E'j‘li"f‘ cmpal cmpoz salt Mast=ryta "“",a;s ctio1 |oshervids | | TenantWienans Wiznant vWiTenant i
(cfe01) VM VM o VM VM o2} | | v mezdes o b ! g, vNF)le.g., VNFllle.g., VNFYle.2., VNF)
M
Foundation Node (jumpserver) aF node-1 Inode-2 jnode-3 . o
CPU [with virtuslizstion suppert], RAM [*=32(], Disk [[SSD/5CSI) »=100G [1000), *=15k rpm] Iump senver [kvm01) lewm02 kw03 =zl P
" VLAN: PUBLIC
OPNFV Virtual deploy TR
VLAN: STORAGE
LAN: PRIVATE
[ Untagzed VLAN: ADMIN, far PXE [Freboot eXecution Environment) ]
T H ‘ T H
OPNFV Baremetal deploy (6-server pod)
each with pawer (g IPMI \ztiorm face)

The Auto version of OPNFV installation configures additional resources for the OpenStack virtual pod (more virtual
CPUs and more RAM), as compared to the default installation. Examples of manual steps are as follows:

1. mkdir /opt/fuel

2. cd /opt/fuel

3. git clone https://git.opnfv.org/fuel

4. cd fuel

5. vi /opt/fuel/fuel/mcp/config/scenario/os-nosdn-nofeature-noha.yaml

These lines can be added to configure more resources:

gtwO1l:

ram: 2048
cmp01:

vcpus: 32

ram: 196608
cmp02:

vcpus: 32

+
+
+
+
+
+  ram: 196608

The final steps deploy OpenStack (duration: approximately between 30 and 45 minutes).

# The following change will provide more space to VMs. Default is 100G per cmpOx.
—This gives 350 each and 700 total.
6. sed -1 mcp/scripts/lib.sh -e 's/\ (gemu-img create.*\) 100G/\1 350G/g'

(continues on next page)
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(continued from previous page)

# Then deploy OpenStack. It should take between 30 and 45 minutes:
7. ci/deploy.sh -1 UNH-LaaS -p virtuall -s os-nosdn-nofeature-noha -D |& tee deploy.
—log

# Lastly, to get access to the extra RAM and vCPUs, adjust the quotas (done on the
—controller at 172.16.10.36) :

8. openstack quota set --cores 64 admin

9. openstack quota set —--ram 393216 admin

Note:

 with Linux Kernel 4.4, the installation of OPNFV is not working properly (seems to be a known bug of 4.4, as it
works correctly with 4.13): neither gemu-nbd nor kpartx are able to correctly create a mapping to /dev/nbdOp1
partition in order to resize it to 3G (see Fuel repository, file mcp/scripts/lib.sh , function mount_image).

* it is not a big deal in case of x86, because it is still possible to update the image and complete the installation
even with the original partition size.

* however, in the case of ARM, the OPNFYV installation will fail, because there isn’t enough space to install all
required packages into the cloud image.

Using the above as starting point, Auto-specific scripts have been developed, for each of the 4 OPNFV installers
Fuel/MCP, Compass4NFV, Apex/TripleO, Daisy4NFV. Instructions for virtual deployments from each of these in-
stallers have been used, and sometimes expanded and clarified (missing details or steps from the instructions). They
can be found in the Auto repository , under the ci directory:

¢ deploy-opnfv-fuel-ubuntu.sh
¢ deploy-opnfv-compass-ubuntu.sh
* deploy-opnfv-apex-centos.sh

¢ deploy-opnfv-daisy-centos.sh

ONAP on Kubernetes

An ONAP installation on OpenStack has also been investigated, but we focus here on the ONAP on Kubernetes
version.

The initial focus is on x86 architectures. The ONAP DCAE component for a while was not operational on Kubernetes
(with ONAP Amsterdam), and had to be installed separately on OpenStack. So the ONAP instance was a hybrid, with
all components except DCAE running on Kubernetes, and DCAE running separately on OpenStack. Starting with
ONAP Beijing, DCAE also runs on Kubernetes.

For Arm architectures, specialized Docker images are being developed to provide Arm architecture binary compati-
bility. See the Auto Release Notes <auto-releasenotes> for more details on the availability status of these Arm images
in the ONAP Docker registry.

The ONAP reference for this installation is detailed here.

Examples of manual steps for the deploy procedure are as follows:

git clone https://gerrit.onap.org/r/oom

cd oom

git pull https://gerrit.onap.org/r/oom refs/changes/19/32019/6
cd install/rancher

./oom_rancher_setup.sh -b master -s <your external ip> -e onap
cd oom/kubernetes/config

o U1 W DN

(continues on next page)
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(continued from previous page)

7 (modify onap-parameters.yaml for VIM connection (manual))
8 ./createConfig.sh -n onap
9 cd ../oneclick

10 ./createAll.bash -n onap

Several automation efforts to integrate the ONAP installation in Auto CI are in progress. One effort involves using a
3-server cluster at OPNFV Pharos LaaS (Lab-as-a-Service). The script is available in the Auto repository , under the
ci directory:

* deploy-onap.sh

1.5.2 ONAP configuration

This section describes the logical steps performed by the Auto scripts to prepare ONAP and VNFs.

VNF deployment

<TBC; pre-onboarding, onboarding, deployment>

Policy and closed-loop control configuration

<TBC>

1.5.3 Traffic Generator configuration

<TBC>

1.5.4 Test Case software installation and execution control

<TBC; mention the management of multiple environments (characterized by their parameters), execution of all test
cases in each environment, only a subset in official OPNFV CI/CD Jenkins due to size and time limits; then posting
and analysis of results; failures lead to bug-fixing, successes lead to analysis for comparisons and fine-tuning>

1.6 Installation health-check

<TBC; the Auto installation will self-check, but indicate here manual steps to double-check that the installation was
successful>

1.7 References

Auto Wiki pages:
* Auto wiki main page
e Auto Lab Deployment wiki page

OPNFV documentation on Auto:

8 Chapter 1. OPNFV Auto (ONAP-Automated OPNFV) Configuration Guide
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* Auto Release Notes <release-notes>

* Auto use case user guides <auto-userguide>
Git&Gerrit Auto repositories:

* Auto Git repository

* Gerrit for Auto project

1.8 Auto Post Installation Procedure

<TBC; normally, the installation is self-contained and there should be no need for post-installation manual steps;
possibly input for CI toolchain and deployment pipeline in first section>

1.8.1 Automated post installation activities

<TBC if needed>

1.8.2 <Project> post configuration procedures

<TBC if needed>

1.8.3 Platform components validation

<TBC if needed>

1.8. Auto Post Installation Procedure 9
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CHAPTER 2

OPNFV Auto (ONAP-Automated OPNFV) User Guide

2.1 Auto User Guide: Use Case 1 Edge Cloud

This document provides the user guide for Fraser release of Auto, specifically for Use Case 1: Edge Cloud.

2.1.1 Description

This use case aims at showcasing the benefits of using ONAP for autonomous Edge Cloud management.

A high level of automation of VNF lifecycle event handling after launch is enabled by ONAP policies and closed-loop
controls, which take care of most lifecycle events (start, stop, scale up/down/in/out, recovery/migration for HA) as
well as their monitoring and SLA management.

Multiple types of VNFs, for different execution environments, are first approved in the catalog thanks to the onboarding
process, and then can be deployed and handled by multiple controllers in a systematic way.

This results in management efficiency (lower control/automation overhead) and high degree of autonomy.
Preconditions:
1. hardware environment in which Edge cloud may be deployed
2. an Edge cloud has been deployed and is ready for operation
3. ONAP has been deployed onto a Cloud, and is interfaced (i.e. provisioned for API access) to the Edge cloud
Main Success Scenarios:
* lifecycle management - start, stop, scale (dependent upon telemetry)

* recovering from faults (detect, determine appropriate response, act); i.e. exercise closed-loop policy engine in
ONAP

— verify mechanics of control plane interaction
* collection of telemetry for machine learning

Details on the test cases corresponding to this use case:

11



AUTO, Release Latest

¢ Environment check

— Basic environment check: Create test script to check basic VIM (OpenStack), ONAP, and VNF(s) are up
and running

¢ VNF lifecycle management

— VNF Instance Management: Validation of VNF Instance Management which includes VNF instantiation,
VNF State Management and termination

— Tacker Monitoring Driver (VNFMonitorPing):

+* Write Tacker Monitor driver to handle monitor_call and, based on return state value, create custom
events

+ If Ping to VNF fails, trigger below events
- Event 1 : Collect failure logs from VNF
- Event 2 : Soft restart/respawn the VNF
— Integrate with Telemetry
% Create TOSCA template policies to implement ceilometer data collection service

# Collect CPU utilization data, compare with threshold, and perform action accordingly (respawn, scale-
in/scale-out)

2.1.2 Test execution high-level description

<TBC>

2.2 Auto User Guide: Use Case 2 Resiliency Improvements Through
ONAP

This document provides the user guide for Fraser release of Auto, specifically for Use Case 2: Resiliency Improve-
ments Through ONAP.

2.2.1 Description

This use case illustrates VNF failure recovery time reduction with ONAP, thanks to its automated monitoring and
management. It:

* simulates an underlying problem (failure, stress, or any adverse condition in the network that can impact VNFs)
* tracks a VNF
* measures the amount of time it takes for ONAP to restore the VNF functionality.

The benefit for NFV edge service providers is to assess what degree of added VIM+NFVI platform resilience for
VNFs is obtained by leveraging ONAP closed-loop control, vs. VIM+NFVI self-managed resilience (which may not
be aware of the VNF or the corresponding end-to-end Service, but only of underlying resources such as VMs and
servers).

Also, a problem, or challenge, may not necessarily be a failure (which could also be recovered by other layers): it
could be an issue leading to suboptimal performance, without failure. A VNF management layer as provided by
ONAP may detect such non-failure problems, and provide a recovery solution which no other layer could provide in a
given deployment.
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Preconditions:
1. hardware environment in which Edge cloud may be deployed
2. Edge cloud has been deployed and is ready for operation
3. ONAP has been deployed onto a cloud and is interfaced (i.e. provisioned for API access) to the Edge cloud
4. Components of ONAP have been deployed on the Edge cloud as necessary for specific test objectives

In future releases, Auto Use cases will also include the deployment of ONAP (if not already installed), the deployment
of test VNFs (pre-existing VNFs in pre-existing ONAP can be used in the test as well), the configuration of ONAP
for monitoring these VNFs (policies, CLAMP, DCAE), in addition to the test scripts which simulate a problem and
measures recovery time.

Different types of problems can be simulated, hence the identification of multiple test cases corresponding to this use
case, as illustrated in this diagram:

Resilience Improvements Through ONAP
[ID: Auto-UC-02]
e

T

Physical Infrastructure Failure

&

l

Virtual Infrastructure Failure

&

[

Server Failure, Migration
[1D: auto-resiliency-pif-001]
[JIRA: AUTO-9

[

Security Failure

&

[

Compute Service Failure, (Auto)-Restoration or Migration
[ID: auto-resiliency-vif-001]
[JIRA: AUTO-13]

Host Tampering, Fencing, Migration
[ID: auto-resiliency-sec-001]
[JIRA: AUTO-16]

Disk Failure, Migration
[ID: auto-resiliency-pif-002]
[JIRA: AUTO-10]

Link Failure, Migration
[ID: auto-resiliency-pif-003]
[IRA: AUTO-11]

SDN-C Service Failure, (Auto)-Restoration or Migration
[ID: auto-resiliency-vif-002]
[IRA: AUTO-14]

Host Intrusion, Fencing, Migration
[ID: auto-resiliency-sec-002]
[JIRA: AUTO-17]

NIC Failure, Migration
[1D: auto-resiliency-pif-004]
[JIRA: AUTO-12]

OVS Failure, {Auto)-Restoration or Migration
[ID: auto-resiliency-vif-003]
DIRA: AUTO-15]

Network Intrusion, Fencing
[ID: auto-resiliency-sec-003]
UIRA: AUTO-18]

Storage Service Failure, (Auto)-Restoration or Migration

[ID: auto-resiliency-vif-xyz]
[JIRA: xyz]

Networking Service Failure, (Auto)-Restoration
[ID: auto-resiliency-vif-xyz]
[JIRA: xyz]

Description of simulated problems/challenges, leading to various test cases:
* Physical Infra Failure

— Migration upon host failure: Compute host power is interrupted, and affected workloads are migrated to
other available hosts.

— Migration upon disk failure: Disk volumes are unmounted, and affected workloads are migrated to other
available hosts.

— Migration upon link failure: Traffic on links is interrupted/corrupted, and affected workloads are migrated
to other available hosts.

— Migration upon NIC failure: NIC ports are disabled by host commands, and affected workloads are mi-
grated to other available hosts.

¢ Virtual Infra Failure

OpenStack compute host service fail: Core OpenStack service processes on compute hosts are terminated,
and auto-restored, or affected workloads are migrated to other available hosts.

SDNC service fail: Core SDNC service processes are terminated, and auto-restored.

OVS fail: OVS bridges are disabled, and affected workloads are migrated to other available hosts.

- etc.
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* Security

— Host tampering: Host tampering is detected, the host is fenced, and affected workloads are migrated to
other available hosts.

— Host intrusion: Host intrusion attempts are detected, an offending workload, device, or flow is identified
and fenced, and as needed affected workloads are migrated to other available hosts.

— Network intrusion: Network intrusion attempts are detected, and an offending flow is identified and fenced.

2.2.2 Test execution high-level description

The following two MSCs (Message Sequence Charts) show the actors and high-level interactions.

The first MSC shows the preparation activities (assuming the hardware, network, cloud, and ONAP have already been
installed): onboarding and deployment of VNFs (via ONAP portal and modules in sequence: SDC, VID, SO), and
ONAP configuration (policy framework, closed-loops in CLAMP, activation of DCAE).

e2e Service
G VNF Network: o ontsinen ONAP onboard ONAP ONeE ONAP ONAP o
Test VNF Virtual Resource management: [OPNFV] p policies: : controllers
i RS = OPNFV OVS, At gl & deploy: SDC, orchestration: = control loops: data correlation e
il VSICRIEIVER (compute neutron, ... Rk VID, AAI MSO e CLAMP DCAE (fT, d
storage) AWS, ... Framework APPC, VFC)

| onboard dnd deploy test VNF(s) in environment,
1 using ONAP SDC/VID and MS|

onboard VNF as VSP,
design e2e Service,
| (implied inventory updates in AAI) approve, distribute

noti

orchestrate VNF (VSP,
Service) deployment

deployment commands

VNF is deployed virtual switch is
deployed

VNF network is
deployed

[ e2e Service is deploye

(e2e) Service
————————————————————————————————————————————————————————————————————————————
! configuration of|ONAP monitoring !
1 and automated actions 1
VSP (Vendor VLM (Vendor : setup VES to collect DCAE gets data from VES (through VES collector) :
Software Product) License Model) I and push VNF data 1
1 setup VNF setup VNF control '
: overning policies loops :
= - ! setup : 1
[VNF ;nar:lfesl \belep file ! NF moritoring | |
ex inan ! DCAE enforces policies (alerts, analytics), | 1
1 1
1 1

‘ ‘ and control loops DCAF VES Collector

The second MSC illustrates the pattern of all test cases for the Resiliency Improvements:

* simulate the chosen problem (a.k.a. a “Challenge”) for this test case, for example suspend a VM which may be
used by a VNF

* start tracking the target VNF of this test case
» measure the ONAP-orchestrated VNF Recovery Time
* then the test stops simulating the problem (for example: resume the VM that was suspended)

In parallel, the MSC also shows the sequence of events happening in ONAP, thanks to its configuration to provide
Service Assurance for the VNFE.
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e2e Service
. A VNF Network: Coud/Containes ONAP cnboard ONAP s ONAP onap .
Test VNF Virtual Resource management: [OPNFV] ) policies: : controllers
e EReacte f chas OPNFV OVS, s pd & deploy: SDC, orchestration: s control loops: data correlation: i e
crip! ysical server Sl neutron, ... bDEftaCty VID, AAI MSO ity cLamp DCAE g 2
storage) AWS, .. Framework APPC, VFC)
Compute
[vif-001]
AUTO-13]
simulate YM/Copntainer failure
[ T e VNF raw | data stream
- . § | VNF processed operational data stream ffom VES
start monitoring NF, until recovery ’ >
P -(direcrcollectiomfromv) - r_soe. ] - —-p]
-] 3 (@atafrom
>
>
- Jetermine VNF faflure
(alert, correlation);
RCA: Compute Failure
Measured ONAP-
Eﬂ?b led automatic prly CLAM?
repair (Recovery Time
control loops
gstimator) notify MSO
prepare and trigger
Compute repair
restoration, migration)|
restors migration) commands o
. restore (migration) commiands (SDN-C, APP-C}
restore (migration) cemmands (multi-VIM)
. —» Il
—_— —p
detect VNF recovery post-repair determine VNF is
5| verifications restored
gettime T2:
recovery ~ (T2-T1)
stop simulating VM)/Container failure
get UNF/Service back
to its pre-test state
(via ONAP)
use MSO API (Create/Delete Service/VNF, ...) N e

2.2.3 Test design: data model, implementation modules

The high-level design of classes identifies several entities, described as follows:

Test Case : as identified above, each is a special case of the overall use case (e.g., categorized by challenge
type)
Test Definition : gathers all the information necessary to run a certain test case

Metric Definition : describes a certain metric that may be measured for a Test Case, in addition to
Recovery Time

Challenge Definition : describe the challenge (problem, failure, stress, ...) simulated by the test case

Recipient : entity that can receive commands and send responses, and that is queried by the Test Definition
or Challenge Definition (a recipient would be typically a management service, with interfaces (CLI or API) for
clients to query)

Resources : with 3 types (VNF, cloud virtual resource such as a VM, physical resource such as a server)

Three of these entities have execution-time corresponding classes:

Test Execution, which captures all the relevant data of the execution of a Test Definition
Challenge Execution, which captures all the relevant data of the execution of a Challenge Definition

Metric Value, which captures the quantitative measurement of a Metric Definition (with a timestamp)

2.2,
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User Test Case Use Case
Test Test
Instance Definition
Recipient
Instance
Associated VNF/Service
oL . Nf'lhe‘t;c ol Instance
Response . Command
API API
Response TR Command
Value
Challenge Challenge Cloud Virtual
Instance Definition Resource Instance
Challenge Physical Resource
Type Instance

The following diagram illustrates an implementation-independent design of the attributes of these entities:

Table: TestCases
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~

Table: Challengs Instances.
D
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me“'cu_ Responss Tebie Metrc Defimtion M [Virtual Storage Network
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This next diagram shows the Python classes and attributes, as implemented by this Use Case (for all test cases):
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name

AutoBsse0bject

Fi

associsted_merric_values
log

CLI_responses
|4PI_respansas
write_to_cs()

|__metric_value_list
append_to_list|MetricValue)

lg=t_timestamped_metric_values_as stringsi)

length()

TestCases bin(pickie, with one List of Objects) |
List: [TastCasel, TastCase2, .|
P TestCase TestCasel
info [11RA_URL ID: 1
IF_address printout_alll} name: auto-resiliency-pif.001
MAC_zddress JIRA_URL: https/jira.opnfy.org/browse/AUTO-3
printout_all}
Cloudvir Temia:
info -2
\P_sddres iname: 3uto-resiliency-pif-002
s JIRA_URL: httpsjira.cpnfv.org/browse/AUTO-10

related_phys_rsrc_ID_list
printout_all}

VNFService
info

IP_sddress

URL

related_phys_rerc ID_list
related_cloud_virt_rsrc_ID list
printout_all(}

List of all definition file names:
RescurcesPhysical.bin
RescurcesCloud bin
RescurcesVNFServices bin

TestCases.bin

ChallengeType[Enum]

DefinitionsMetrics.bin

Metric Definition TestDefinition Recipient
info challenge_def_ID info
printout_all(} test_case ID lversion_info
VNF_ID_list access_|P_address
T =ssociated_metrics_ID_list access URL
recipient_ID_list username_creds
— L Zen i test_CLI_command_sent lit | |password_creds
[value compute [sef, test_CLI_command_sent_list | [key_creds
ltimestamp time_challenge_started, || ooy network_info
metric_def_ID time_rescoration_detected) | ;i "code i printout_all)
run_test_codel)
UptimePs B [r=st_codecous) S
[ ChallengeExeation | compute [saf, test_coded02() challenge_type
challenge_def_ID measured uptime, - recipient_ID :
e dstsisipeit printout_alf} impacted_cloud_resources_info
g i impacted_cloud_rescurce ID_list
stop_time planned_downtime] 4
puss impacted_phys_resources_irfo
i S . -Dat impacted_phys_resource_|D, list
1 i compute [sef ...) s:artit:a‘l‘lengeictlu.lizummarr:isen:
- : stop_challenge_CLI_command_sen
write_to_csu() start_chsllenge API_command,_ s
i — stop_challenge_API_command_sent
test_def_ID T st challenge_code_ID
challenge_sxec_|D |_string list (start| stop)_challenge code_list
user_ID |_timestamp_list run_|start|stop)_challenge_codel)
start_time append_to_list|string) [start|stop)_challenge_code001()
finish_time |get_timestamped_strings() (start| stop)_challenge_code02()
challenge_start_time lenzth() .
restoration_detection_time printout_slll)
racovery_time gy

COMPUTE_HOST_FAILURE = 100
DISK_FAILURE =101
LINK_FAILU 0z
NIC_FAILURE =103
OVS_BRIDGE_FAILURE=200
HOST_TAMPERING = 300
HOST_INTRUSION =301
INETWORK_INTRUSION =302

DefinitionsChallenges_bin
DefinitionsTests.bin

|
|
|
|
Recipients bin !

Global varigbles:
test_case list
test_definition list
recipient_list

challenge defimition list

metric_definition list
[physical resource list
cloud virtusl _rescurcs list
[VNE_Servies 1ist

888- test definition 1D

\exampies:
chal1De
Test

Test definition data is stored in serialization files (Python pickles), while test execution data is stored in CSV files, for
easier post-analysis.

The module design is straightforward: functions and classes for managing data, for interfacing with recipients, for ex-
ecuting tests, and for interacting with the test user (choosing a Test Definition, showing the details of a Test Definition,

starting the execution).

Interactive Menu:

View Test Definitions
Edit Test Definitions
Run A Test

View Test Results

Meodule: M. Test Definitions
View/Edit/Delete:

physical resources

cloud resources

VNFs

recipients (03, cloud/VNF managers)
challenge definitions

optional metrics

test definitions

Initialize Data (initial storage population)

Persistent
Test Data
(Files, CSV,

binary, DB)

Global variables

Module: Run Test

Receive/retrieve chosen test def info
pre-test (pings, etc.)
launch test:
create execution instances of Test and Challenge

Module: Interface With Servers/OS

CLI send/receive
APl send/receive

simulate challenge
gettime T1
loop:

wait for VNF recovery
optional other metrics

CLl send/receive
APl send/receive

Module: Interface With Cloud Managers

store data and logs
get time T2
stop challenge
reset (with ONAP MSO)
store data and logs
post-tests
logs

This last diagram shows the test user menu functions, when used interactively:

Medule: Interface With VNF Managers and
NFV Qrchestrators

CLI send/receive
APl send/receive

2.2. Auto User Guide: Use Case 2 Resiliency Improvements Through ONAP
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(1) Ask for Test
Definition ID

Main Menu

(2) Display Test Definition details
(pull details from each related
object)

(3) Run currently selected Test
Definition ID

(4) Exit

In future releases of Auto, testing environments such as Robot, FuncTest and Yardstick might be leveraged. Use Case
code will then be invoked by API, not by a CLI interaction.

Also, anonymized test results could be collected from users willing to share them, and aggregates could be maintained
as benchmarks.

As further illustration, the next figure shows cardinalities of class instances: one Test Definition per Test Case, multiple
Test Executions per Test Definition, zero or one Recovery Time Metric Value per Test Execution (zero if the test failed
for any reason, including if ONAP failed to recover the challenge), etc.
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impacted_cloud_resources_info
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|sCreatedBy 0.*
1 test_def |ID
TestCase challenge_exec_ID
1IRA_URL user_|D
:'") printout_all]) 1 ; start_time
1 finizsh_ti
: 1 TesiDefirigon . lsCreatedBy, inisntme
| hallenee def 1D i challenge_start_time
! challenge_def_| H restoration_detection_time |1
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' — ! test_codel0 ! 1 challenge_def_ID
| test_code002() Chall Definition start_time
H challenge_type 1 stop_time
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1 Q..
'
1
'
'
1
'
1
'
'
'
'

RecoveryTimeDef
compute [seff,
time_challenge_started,

-

=

start_challenge_AP|_command_sent

=

stop_challenge_API_command_sent
[start|stop)_challenge code_list

[start|stop)_challenge_code0Ol()
[start|stop)_challenge_code002()

printout_all])

time_restoration_detected)

Sl ctene e |
—fer-cretmeecesen |

L o MetricValue  J<—
value 0.1
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metric_def_ID

In this particular implementation, both Test Definition and Challenge Definition classes have a generic execution
method (e.g., run_test_code () for Test Definition) which can invoke a particular script, by way of an ID (which
can be configured, and serves as a script selector for each Test Definition instance). The overall test execution logic
between classes is show in the next figure.

TestDefinition
challenge_def_ID
test_case D
\VNF_ID_list
associzted_metrics_|D_list
recipient_ID_list

j RecoveryTimeDef

compute [seff,
time_challenge_started,
time_restoration_detected)

test_CLI_command_sent_list
test_CLI_command_sent_list
test_code |D
test_code list
run_test_code(
test_coded0l)
test_coded02()

printout_slIf}

ChallengeDefinition
challenge_type
recipient_ID
impacted_cloud_resources_info
impacted_cloud_resource_|D'_list
impacted_phys_resources info
impacted_phys_resource_|D_list
start_challenge CU_command_zent
stop_challenge CU_command_sent
start_challenge AP|_command_sent
stop_challenge AP|_command_sent
challenge_code |0
[start|stop)_challenge_code_list

[start|stop)_challenge_code001()
[start|stop)_challenge_code002()

printout_allf}

[after each significant step, add entrigstoTstEx log
and to ChExc log accordingly)

log

associgted_metric_values
CLI_responses
[4F|_rezponses
write_to_cse|

MetricValue
value
timestamp =
metric_def_ID test def |D
challenge_exec_|T

user_|D

log

challenge_def_ID

CLI_responses
[AP|_responses

The execution of a test case starts with invoking the generic method from Test Definition, which then creates Execution
instances, invokes Challenge Definition methods, performs the Recovery time calculation, performs script-specific

actions, and writes results to the CSV files.

Finally, the following diagram show a mapping between these class instances and the initial test case design. It

2.2. Auto User Guide: Use Case 2 Resiliency Improvements Through ONAP

19



AUTO, Release Latest

corresponds to the test case which simulates a VM failure, and shows how the OpenStack SDK API is invoked (with
a connection object) by the Challenge Definition methods, to suspend and resume a VM.

Resilience Improvements Through ONAP

[ID: Auto-UC-02]
- 1
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D=1
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2.3 Auto User Guide: Use Case 3 Enterprise vCPE

This document provides the user guide for Fraser release of Auto, specifically for Use Case 3: Enterprise vCPE.

2.3.1 Description
This Use Case shows how ONAP can help ensure that virtual CPEs (including vFW: virtual firewalls) in Edge Cloud
are enterprise-grade. Other vCPE examples: vAAA, vDHCP, vDNS, vGW, vBNG, vRouter, ...

ONAP operations include a verification process for VNF onboarding (i.e., inclusion in the ONAP catalog), with
multiple Roles (Designer, Tester, Governor, Operator), responsible for approving proposed VNFs (as VSPs (Vendor
Software Products), and eventually as end-to-end Services).

This process guarantees a minimum level of quality of onboarded VNFs. If all deployed vCPEs are only chosen
from such an approved ONAP catalog, the resulting deployed end-to-end vCPE services will meet enterprise-grade
requirements. ONAP provides a NBI (currently HTTP-based) in addition to a standard GUI portal, thus enabling a
programmatic deployment of VNFs, still conforming to ONAP processes.

Moreover, ONAP also comprises real-time monitoring (by the DCAE component), which can perform the following
functions:

* monitor VNF performance for SLAs

* adjust allocated resources accordingly (elastic adjustment at VNF level: scaling out and in, possibly also scaling
up and down)

* ensure High Availability (restoration of failed or underperforming services)

DCAE executes directives coming from policies described in the Policy Framework, and closed-loop controls de-
scribed in the CLAMP component.

ONAP can perform the provisioning side of a BSS Order Management application handling vCPE orders.
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Additional processing can be added to ONAP (internally as configured policies and closed-loop controls, or externally
as separate systems): Path Computation Element and Load Balancing, and even telemetry-based Network Artificial
Intelligence.

Finally, this automated approach also reduces costs, since repetitive actions are designed once and executed multiple
times, as vCPEs are instantiated and decommissioned (frequent events, given the variability of business activity, and a
Small Business market similar to the Residential market: many contract updates resulting in many vCPE changes).

NFV edge service providers need to provide site2site, site2dc (Data Center) and site2internet services to tenants both
efficiently and safely, by deploying such qualified enterprise-grade vCPE.

Preconditions:
1. hardware environment in which Edge cloud may be deployed
2. an Edge cloud has been deployed and is ready for operation
3. enterprise edge devices, such as ThinCPE, have access to the Edge cloud with WAN interfaces

4. ONAP components (MSO, SDN-C, APP-C and VNFM) have been deployed onto a cloud and are interfaced
(i.e. provisioned for API access) to the Edge cloud

Main Success Scenarios:
* VNF spin-up

— vFW spin-up: MSO calls the VNFM to spin up a vFW instance from the catalog and then updates the
active VNF list

— other vCPEs spin-up: MSO calls the VNFM to spin up a vCPE instance from the catalog and then updates
the active VNF list

e site2site

— L3VPN service subscribing: MSO calls the SDNC to create VXLAN tunnels to carry L2 traffic between
client’s ThinCPE and SP’s vCPE, and enables vCPE to route between different sites.

— L3VPN service unsubscribing: MSO calls the SDNC to destroy tunnels and routes, thus disable traffic
between different sites.

* site2dc (site to Data Center) by VPN
* site2internet
* scaling control (start with scaling out/in)
See ONAP description of vCPE use case for more details, including MSCs.
Details on the test cases corresponding to this use case:
* vCPE VNF deployment
— Spin up a vVFW instance by calling NBI of the orchestrator.
— Following the vFW example and pattern, spin up other vCPE instances
* vCPE VNF networking
— Subscribe/Unsubscribe to a VPN service: configure tenant/subscriber for vCPE, configure VPN service

— Subscribe/Unsubscribe to an Internet Access service: configure tenant/subscriber for vCPE, configure
Internet Access service

* vCPE VNF Scaling

— ONAP-based VNF Scale-out and Scale-in (using measurements arriving in DCAE, policies/CLAMP or
external system performing LB function)
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— later, possibly also scale-up and scale-down

The following diagram shows these test cases:

Enterprise vCPE
[ID: Auto-UC-03]
4

wCPE deployment wCPE Networking wCPE Scaling
deploy vFW VPN as a Service: subscribe vCPE VNF Scale Out
[1D: auto-vcpe-deploy-001] [ID: auto-vcpevpn-001] [ID: auto-vcpe-scake-out-001]
JIRA: AUTO-Newl JIRA: AUTO-New3 JIRA: AUTO-21
deploy other vCPEs VPN as a Service: unsubscribe wCPE VMF Scaleln
[1D: auto-vcpe-deploy-002] [ID: auto-vcpevpn-002] [1D: auto-wcpe-scake-in-001]
JIRA: AUTO-New2 JIRA: AUTO-Newd JIRA: AUTO-22

Internet as a Service: subscribe I VCPE VINE Scale Up

ro: a]:‘;:‘:ﬁ:g_t;m?ml] [1D: auto-wcpe-scale-up-001]
- ew JIRA: AUTO-New7

Internet as a Service: unsubscribe VCPE VINF Scale Down

ro: a]:‘;:‘:ﬁ?_glt;mamz] [1D: auto-vcpe-scale-down-001]
- JIRA: AUTO-MewB

Ilustration of test cases mapped to architecture, with possible external systems (BSS for Order Management, PCE+LB,
Network Al:

UC3: Enterprise vCPE NAI (Network Al)
BSS (Business Support
System) Order Management NTA (Network
Telemetry Analytics)
ONAP

PCE (Path Computation
Element) + LB for MPLS

| sDC || VID || MSO |

deploy VFW [Policy|| AaI || DcaE |

[1D: auto-vwcpe-deploy-001]
JIRA-AUTO-New1 |CLAMP| | MSB | | | VCPE VNF Scale Out | WCPEVNFScaleUp |
deploy other vCPEs = [ID: auto-vepe-scake-out-001] | | [ID: auto-vcpe-scale-up-001] !
[1D: auto-vepe-deploy-002] |SDN—C | |APP—C | |VNFM | JIRA AUTO-21 | JIRA:AUTO-New7 :
JIRA-AUTO-New2 wCPE VMF ScaleIn | vCPE VNF Scale Down i
[1D: auto-wcpe-scake-in-001] il D auto-vcpe-scake-down-001]

]

l JIRA: AUTO-22 JIRA: AUTO-NewB

CPE

Customer

Site 1 siteZinternet

site2site Edge Cloud ,\ o

site2dc AN

thinCPE

Customer
Site 2

Internet as a Service: subscribe
VXLAN tunnel
[1D: auto-vcpe-internet-001]
A JIRA: AUTO-New5
Internet as a Service: unsubscribe
VPN as a Service: subscribe Data Center [1D: auto-vepe-internet-002]
[1D: auto-vepevpr-001] JIRA: AUTO-New6

JIRA: AUTO-New3
VPM as a Service: unsubscribe
[1D: auto-wcpevpn-002]
JIRA: AUTO-Newd

2.3.2 Test execution high-level description

<TBC>
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CHAPTER 3

OPNFV Auto (ONAP-Automated OPNFV) Release Notes

3.1 Auto Release Notes

This document provides the release notes for the Gambia 7.0 release of Auto.

3.2 Important notes for this release

The initial release for Auto was in Fraser 6.0 (project inception: July 2017).

3.3 Summary

3.3.1 Overview

OPNFV is an SDNFV system integration project for open-source components, which so far have been mostly limited
to the NFVI+VIM as generally described by ETSI.

In particular, OPNFV has yet to integrate higher-level automation features for VNFs and end-to-end Services.

As an OPNFV project, Auto (ONAP-Automated OPNFV) will focus on ONAP component integration and verification
with OPNFV reference platforms/scenarios, through primarily a post-install process, in order to avoid impact to OP-
NFV installer projects (Fuel/MCP, Compass4NFV, Apex/TripleO, Daisy4NFV). As much as possible, this will use a
generic installation/integration process (not specific to any OPNFV installer’s technology).

¢ ONAP (a Linux Foundation Project) is an open source software platform that delivers robust capabilities for the
design, creation, orchestration, monitoring, and life cycle management of Software-Defined Networks (SDNs).
The current release of ONAP is B (Beijing).

Auto aims at validating the business value of ONAP in general, but especially within an OPNFV infrastructure (integra-
tion of ONAP and OPNFV). Business value is measured in terms of improved service quality (performance, reliability,
...) and OPEX reduction (VNF management simplification, power consumption reduction, ...), as demonstrated by
use cases.
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Auto also validates multi-architecture software (binary images and containers) availability of ONAP and OPNFV:
CPUs (x86, ARM) and Clouds (MultiVIM)

In other words, Auto is a turnkey approach to automatically deploy an integrated open-source virtual network based on
OPNFV (as infrastructure) and ONAP (as end-to-end service manager), that demonstrates business value to end-users
(IT/Telco service providers, enterprises).

While all of ONAP is in scope, as it proceeds, the Auto project will focus on specific aspects of this integration and
verification in each release. Some example topics and work items include:

¢ How ONAP meets VNFM standards, and interacts with VNFs from different vendors

* How ONAP SDN-C uses OPNFV existing features, e.g. NetReady, in a two-layer controller architecture in
which the upper layer (global controller) is replaceable, and the lower layer can use different vendor’s local
controller to interact with SDN-C. For interaction with multiple cloud infrastructures, the MultiVIM ONAP
component will be used.

¢ How ONAP leverages OPNFV installers (Fuel/MCP, Compass4NFV, Apex/TripleO, Daisy4NFV) to provide a
cloud instance (starting with OpenStack) on which to install the tool ONAP

* What data collection interface VNF and controllers provide to ONAP DCAE, and (through DCAE), to closed-
loop control functions such as Policy Tests which verify interoperability of ONAP automation/lifecycle features
with specific NFVI and VIM features, as prioritized by the project with OPNFV technical community and EUAG
(End User Advisory Group) input.

Examples:
— Abstraction of networking tech/features e.g. through NetReady/Gluon
— Blueprint-based VNF deployment (HOT, TOSCA, YANG)

Application level configuration and lifecycle through YANG (for any aspects depending upon OPNFV
NFVI+VIM components)

Policy (through DCAE)
Telemetry (through VES/DCAE)

Initial areas of focus for Auto (in orange dotted lines; this scope can be expanded for future releases). It is understood
that:

* ONAP scope extends beyond the lines drawn below

* ONAP architecture does not necessarily align with the ETSI NFV inspired diagrams this is based upon
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The current ONAP architecture overview can be found here.

For reference, the ONAP-Beijing architecture diagram is replicated here:

External Gateway 0S5 / BSS ONAP CLI ONAP Portal

ONAP External APls

RUN-TIME

Service & Product Design I Framework Correlation Project ABAI/ESR

S Dashboard OAZM (VID) ]
Resource Onboarding ] i DCAE Service Common
Policy Orchestration -
Services
AAF

Policy Creation & Validation | Engine (Holmes)
x
a MSB/DMAAP «|  ooF
[T
Z ) 3 i $
> " Virtual Logging
Change Management Design Multi-viMm/Cloud SDNIC Application Function
Controller MuUSsIC
Design Test & Certification Infrastructure (L0-L3 Controller) (APPC) Cot:tFr::l:er
Adaptation Layer (La-17) M Others
777777777 A SR e u——

Catalog @ B Lo oo

Recipe/Eng Rules & Policy Distribution S

Note 1 - VF-C is ETSI-aligned.

Within OPNFYV, Auto leverages tools and collaborates with other projects:

Manage'd'

l ONAP Operations Manager l

____________________

Modeling (Utilities)
Integration
VNF Requirements
VNF Validation Program

e use clouds/VIMs as installed in OPNFV infrastructure (e.g. OpenStack as installed by Fuel/MCP, Com-

pass4NFV, etc.)

* include VNFs developed by OPNFV data plane groups (e.g., accelerated by VPP (Vector Packet Processing)

with DPDK support, .. .)

¢ validate ONAP+VNFs+VIMs on two major CPU architectures: x86 (CISC), Arm (RISC); collaborate with

OPNFV/Armband
» work with other related groups in OPNFV:
— FuncTest for software verification (CI/CD, Pass/Fail)

— Yardstick for metric management (quantitative measurements)

— VES (VNF Event Stream) and Barometer for VNF monitoring (feed to ONAP/DCAE)

3.3. Summary
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— Edge Cloud as use case
* leverage OPNFYV tools and infrastructure:
— Pharos as LaaS: transient pods (3-week bookings) and permanent Arm pod (6 servers)

WorksOnArm (GitHub link)

possibly other labs from the community (Huawei pod-12, 6 servers, x86)

JJB/Jenkins for CI/CD (and follow OPNFV scenario convention)

Gerrit/Git for code and documents reviewing and archiving (similar to ONAP: Linux Foundation umbrella)

follow OPNFV releases (Releng group)

3.3.2 Testability

* Tests (test cases) will be developed for use cases within the project scope.
* In future releases, tests will be added to Functest runs for supporting scenarios.

Auto’s goals include the standup and tests for integrated ONAP-Cloud platforms (“Cloud” here being OPNFV “sce-
narios” or other cloud environments). Thus, the artifacts would be tools to deploy ONAP (leveraging OOM whenever
possible, starting with Beijing release of ONAP, and a preference for the containerized version of ONAP), to integrate
it with clouds, to onboard and deploy test VNFs, to configure policies and closed-loop controls, and to run use-case
defined tests against that integrated environment. OPNFV scenarios would be a possible component in the above.

Installing Auto components and running a battery of tests will be automated, with some or all of the tests being
integrated in OPNFV CI/CD (depending on the execution length and resource consumption).

Combining all potential parameters, a full set of Auto test case executions can result in thousands of individual results.
The analysis of these results can be performed by humans, or even by ML/AI (Machine Learning, Artificial Intel-
ligence). Test results will be used to fine-tune policies and closed-loop controls configured in ONAP, for increased
ONAP business value (i.e., find/determine policies and controls which yield optimized ONAP business value metrics
such as OPEX).

More precisely, the following list shows parameters that could be applied to an Auto full run of test cases:
* Auto test cases for given use cases
e OPNFV installer {Fuel/MCP, Compass4NFV, Apex/TripleO, Daisy4NFV }
e OPNFYV availability scenario {HA, noHA}

 environment where ONAP runs {bare metal servers, VMs from clouds (OpenStack, AWS, GCP, Azure, ...),
containers }

* ONAP installation type {bare metal, VM, or container, ... } and options { MultiVIM singleldistributed, ... }
* VNF types {vFW, vCPE, vAAA, vDHCP, vDNS, vHSS, ... } and VNF-based services {vIMS, vEPC, ...}
¢ cloud where VNFs run {OpenStack, AWS, GCP, Azure, ...}

* VNF host type { VM, container}

e CPU architectures {x86/AMD64, ARM/aarch64} for ONAP software and for VNF software; not really impor-
tant for Auto software;

* pod size and technology (RAM, storage, CPU cores/threads, NICs)

* traffic types and amounts/volumes; traffic generators (although that should not really matter);

* ONAP configuration {especially policies and closed-loop controls; monitoring types for DCAE: VES, ...}
* versions of every component {Linux OS (Ubuntu, CentOS), OPNFV release, clouds, ONAP, VNFs, ...}
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The diagram below shows Auto parameters:
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The next figure is an illustration of the Auto analysis loop (design, configuration, execution, result analysis) based on
test cases covering as many parameters as possible :

e2e Service
WNF Cloud/Cont: ONAP ONAP

Test VNF Network, il ONAP onbozrd onap o ONAP ONAP

’ VNF Virtus| Resource Mst, VIM: K35, [OFNFY ) policies ’ controllers

Preparation ) GPNFV OVS, & deploy: DG orchestation - control logps: | | data correlation:
g Physical Server [comput & ’ Openstack, VES A o Palicy po {mVIM, SDNC,
Az storage) neutran, WS, ... g Framewark APPC, VFC)
————————————————————————————————————— »|

© SDC: onboard VNFs, prepare VLMs, VSP3, e2eServices

o VID: deployVNFs ps pertest case scenafio

o Policies: configure policiesfor VNFs

to CLAMP: confizurd closed-loop controls for VNFs

to DCAE: configure NF monitoring data collection

Script
Executions

= T e i i S S S B e B

Test
Script
Result

Analysis

Auto currently defines three use cases: Edge Cloud (UC1), Resiliency Improvements (UC2), and Enterprise vCPE
(UC3). These use cases aim to show:

* increased autonomy of Edge Cloud management (automation, catalog-based deployment). This use case relates
to the OPNFV Edge Cloud initiative.

* increased resilience (i.e. fast VNF recovery in case of failure or problem, thanks to closed-loop control), includ-
ing end-to-end composite services of which a Cloud Manager may not be aware (VMs or containers could be
recovered by a Cloud Manager, but not necessarily an end-to-end service built on top of VMs or containers).

* enterprise-grade performance of vCPEs (certification during onboarding, then real-time performance assurance
with SLAs and HA, as well as scaling).

The use cases define test cases, which initially will be independent, but which might eventually be integrated to
FuncTest.

Additional use cases can be added in the future, such as vVIMS (example: project Clearwater) or residential VHGW
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(virtual Home Gateways). The interest for vVHGW is to reduce overall power consumption: even in idle mode, physical
HGWs in residential premises consume a lot of energy. Virtualizing that service to the Service Provider edge data
center would allow to minimize that consumption.

3.3.3 Lab environment

Target architectures for all Auto use cases and test cases include x86 and Arm. Power consumption analysis will be
performed, leveraging Functest tools (based on RedFish/IPMI/ILO).

Initially, an ONAP-Amsterdam instance (without DCAE) had been installed over Kubernetes on bare metal on a
single-server x86 pod at UNH IOL.

A transition is in progress, to leverage OPNFV LaaS (Lab-as-a-Service) pods (Pharos). These pods can be booked for
3 weeks only (with an extension for a maximum of 2 weeks), so they are not a permanent resource.

For ONAP-Beijing, a repeatable automated installation procedure is being developed, using 3 Pharos servers (x86 for
now). Also, a more permanent ONAP installation is in progress at a Huawei lab (pod-12, consisting of 6 x86 servers, 1
as jump server, the other 5 with this example allocation: 3 for ONAP components, and 2 for an OPNFV infratructure:
Openstack installed by Compass4NFV).

ONAP-based onboarding and deployment of VNFs is in progress (ONAP-Amsterdam pre-loading of VNFs must still
done outside of ONAP: for VM-based VINFs, users need to prepare OpenStack stacks (using Heat templates), then
make an instance snapshot which serves as the binary image of the VNF).

A script to prepare an OpenStack instance for ONAP (creation of a public and a private network, with a router, pre-
loading of images and flavors, creation of a security group and an ONAP user) has been developed. It leverages
OpenStack SDK. It has a delete option, so it can be invoked to delete these objects for example in a tear-down
procedure.

Integration with Arm servers has started (exploring binary compatibility):

* The Auto project has a specific 6-server pod of Arm servers, which is currently loaned to ONAP integration
team, to build ONAP images

* A set of 14 additional Arm servers was deployed at UNH, for increased capacity

* ONAP Docker registry: ONAP-specific images for ARM are being built, with the purpose of populating
ONAP nexus2 (Maven?2 artifacts) and nexus3 (Docker containers) repositories at Linux Foundation. Docker
images are multi-architecture, and the manifest of an image may contain 1 or more layers (for example 2 lay-
ers: x86/AMD64 and ARM/aarch64). One of ONAP-Casablanca architectural requirements is to be CPU-
architecture independent. There are almost 150 Docker containers in a complete ONAP instance. Currently,
more disk space is being added to the ARM nodes (configuration of Nova, and/or additional actual physical
storage space).

Test case design and implementation for the three use cases has started.

OPNFV CI/CD integration with JJD (Jenkins Job Description) has started: see the Auto plan description here. The
permanent resource for that is the 6-server Arm pod, hosted at UNH. The CI directory from the Auto repository is here

Finally, the following figure illustrates Auto in terms of project activities:
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Project management code and doc review [Gerrit), Spring/JIR4,
OPNFV release management, ...

Human and ML/Al analysis of test case results; feedback to
OPNFV, OMAF, and VNF desig i

igners; anc whmarks:

Ceploy and run all Test Cases of each Use Case, collect results,
publish results (may align with Functest)

Deploy and corfigure Traffic Generators)

Configure OMAP asneeded (policies, closed-loopcontrols, DCAE)

Onboard+Deploy ONAP-ready VMNFs; deploy VPNs;

Install OMAP instance 3 s needed [prefer DOM-based,
containerized on K85); prepare VIMs for ONAP;

Installadditional VIMs 3= needed [Openstack, KBS, Docker, AWS,
Azure, GCP, Rackspace, ..}

Install additional took as needed (instzllers, clients, languages,
5DKs, frameworks, utilities, ...}

Install OPNFV environment [scenarios, OpenStack or K25,
installers, apps, testframeworks, Jenkins jobs for CI/CD, ..

Manage infrastructure: servers, pods (OPNFY Pharos Laas), x36
or ARM architectures

[ Cooin__|
[ Project ]

Note: a demo was delivered at the OpenStack Summit in Vancouver on May 21st 2018, to illustrate the deployment
of a WordPress application (WordPress is a platform for websites and blogs) deployed on a multi-architecture cloud
(mix of x86 and Arm servers). This shows how service providers and enterprises can diversify their data centers
with servers of different architectures, and select architectures best suited to each use case (mapping application
components to architectures: DBs, interactive servers, number-crunching modules, ...). This prefigures how other
examples such as ONAP, VIMs, and VNFs could also be deployed on heterogeneous multi-architecture environments
(open infrastructure), orchestrated by Kubernetes. The Auto installation scripts covering all the parameters described

above could expand on that approach.

WordPress App:
(blog, website)
IP@ (web URL)

Load Balancer

Web server DB
DB volume
mapping: odeSelector

Kubernetes Worker Worker Master

VM VM VM
(VM volume) (VM volume) [VM volume)

x86

Cloud
(OpenStack)

Hardware

3.3. Summary

29



AUTO, Release Latest

3.4 Release Data

Project Auto

Repo/commit-ID auto/opnfv-7.0.0
Release designation Gambia 7.0

Release date 2018-11-02

Purpose of the delivery | Official OPNFV release

3.4.1 Version change

Module version changes

* There have been no version changes.

Document version changes

* There have been no version changes.

3.4.2 Reason for version

Feature additions

Initial release 6.0:
* Fraser release plan
* use case descriptions
* test case descriptions
* in-progress test case development

lab: OPNFV and ONAP (Amsterdam) installations

Point release 6.1:
* added Gambia release plan
* started integration with CI/CD (JJB) on permanent Arm pod
¢ Arm demo at OpenStack Summit
* initial script for configuring OpenStack instance for ONAP, using OpenStack SDK 0.13
* initial attempts to install ONAP Beijing
* alignment with OPNFV Edge Cloud
* initial contacts with Functest
Point release 6.2:
» initial scripts for OPNFV CI/CD, registration of Jenkins slave on Arm pod
* updated script for configuring OpenStack instance for ONAP, using OpenStack SDK 0.14

Point release 7.0:
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* progress on Docker registry of ONAP’s Arm images
* progress on ONAP installation script for 3-server cluster of UNH servers
* CI scripts for OPNFV installers: Fuel/MCP (x86), Compass, Apex/TripleO (must run twice)
* initial CI script for Daisy4NFV (work in progress)
* JOID script, but supported only until R6.2, not Gambia 7.0
» completed script for configuring OpenStack instance for ONAP, using OpenStack SDK 0.17
* use of an additional lab resource for Auto development: 6-server x86 pod (huawei-pod12)
JIRA TICKETS for this release:
JIRA Auto Gambia 7.0.0 Done

Manual selection of significant JIRA tickets for this version’s highlights:

JIRA REFERENCE | SLOGAN

AUTO-37 Get DCAE running onto Pharos deployment

AUTO-42 Use Compass4NFV to create an OpenStack instance on a UNH pod
AUTO-43 String together scripts for Fuel, Tool installation, ONAP preparation
AUTO-44 Build ONAP components for arm64 platform

AUTO-45 CI: Jenkins definition of verify and merge jobs

AUTO-46 Use Apex to create an OpenStack instance on a UNH pod
AUTO-47 Install ONAP with Kubernetes on LaaS

AUTO-48 Create documentation for ONAP deployment with Kubernetes on LaaS
AUTO-49 Automate ONAP deployment with Kubernetes on LaaS

AUTO-51 huawei-pod12: Prepare IDF and PDF files

AUTO-52 Deploy a running ONAP instance on huawei-pod12

AUTO-54 Use Daisy4nfv to create an OpenStack instance on a UNH pod

Bug corrections

JIRA TICKETS:

JIRA REFERENCE | SLOGAN

3.5 Deliverables

3.5.1 Software deliverables

7.0 release: in-progress Docker ARM images, install scripts, CI scripts, and test case implementations.

3.5.2 Documentation deliverables

Updated versions of:

¢ Release Notes (this document)
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 User Guide
* Configuration Guide

(see links in References section)

3.6 Known Limitations, Issues and Workarounds

3.6.1 System Limitations

3.6.2 Known issues

None at this point.

JIRA TICKETS:

JIRA REFERENCE | SLOGAN

3.6.3 Workarounds

None at this point.

3.7 Test Result

None at this point.

TEST-SUITE | Results:

3.8 References

For more information on the OPNFV Gambia release, please see: http://opnfv.org/gambia
Auto Wiki pages:
e Auto wiki main page
OPNFV documentation on Auto:
* Auto release notes <auto-releasenotes>
e Auto use case user guides <auto-userguide>
* Auto configuration guide <auto-configguide>
Git&Gerrit Auto repositories:

* Auto Git repository
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* Gerrit for Auto project
Demo at OpenStack summit May 2018 (Vancouver, BC, Canada):

* YouTube video (10min 52s): Integration testing on an OpenStack public cloud

3.8. References 33


https://gerrit.opnfv.org/gerrit/#/admin/projects/auto
https://youtu.be/BJ05YuusNYw

	OPNFV Auto (ONAP-Automated OPNFV) Configuration Guide
	Introduction
	Goal
	Pre-configuration activities
	Hardware configuration
	Feature configuration
	Environment installation
	ONAP configuration
	Traffic Generator configuration
	Test Case software installation and execution control

	Installation health-check
	References
	Auto Post Installation Procedure
	Automated post installation activities
	<Project> post configuration procedures
	Platform components validation


	OPNFV Auto (ONAP-Automated OPNFV) User Guide
	Auto User Guide: Use Case 1 Edge Cloud
	Description
	Test execution high-level description

	Auto User Guide: Use Case 2 Resiliency Improvements Through ONAP
	Description
	Test execution high-level description
	Test design: data model, implementation modules

	Auto User Guide: Use Case 3 Enterprise vCPE
	Description
	Test execution high-level description


	OPNFV Auto (ONAP-Automated OPNFV) Release Notes
	Auto Release Notes
	Important notes for this release
	Summary
	Overview
	Testability
	Lab environment

	Release Data
	Version change
	Reason for version

	Deliverables
	Software deliverables
	Documentation deliverables

	Known Limitations, Issues and Workarounds
	System Limitations
	Known issues
	Workarounds

	Test Result
	References


